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1 Background

Multivariate F2 polynomials form one of the most basic yet powerful computational models. Each
polynomial amounts to a parity of conjunctions and can be written as:

p(x1, . . . , xn) =
⊕
S∈[n]

αS

∧
i∈S

xi

Where each αS ∈ {0, 1}. Despite its simple presentation, F2 polynomials can compute all functions.
Indeed every f : {−1, 1}n → {0, 1} is computed by:

p(x1, . . . , xn) =
⊕

α∈{−1,1}n

f(α)
∧
i∈[n]

(1 + α1 + xi)

Hence, we must consider some natural restrictions on the complexity of the polynomials. One
natural restriction is to bound the sparsity of the polynomial (i.e. bound the number of conjunctions
being paritied). The other natural restriction is to bound the fan-in of the conjunctions, which
coincides with the degree of the polynomial.

From an unconditional derandomization perspective, we are interested in deterministically esti-
mating the expected values of these polynomials (or equivalently estimating the number of roots)
to make progress on the BPP = P question. The first people to study F2 polynomials from a
complexity-theoretic perspective were Ehrenfeucht and Karpinski who in 1990 proved that counting
the number of roots of F2 polynomials was #P-complete for degree ≥ 3 [EK90]. Later that same
year, [KL90] developed a randomized relative-error polynomial-time approximation algorithm for
the number of roots of sparse F2 polynomials which gave hope that there might be an efficient
deterministic algorithm. Luby, Velickovic, and Wigderson [LVW93] gave the first deterministic ap-
proximate counter (DAC) for sparse F2 polynomials. Their result was based on a modification of the
Nisan-Wigderson “hardness versus randomness” paradigm which turns correlation bounds against
a sufficiently strong class into a pseudorandom generator (PRG) against a weaker class. Notably,
[LVW93]’s result generalized to any function consisting of a symmetric gate over conjunctions (i.e.
SYM◦AND).
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Fourteen years later and using the same Nisan-Wigderson framework, this result was improved

by [Vio07] who gave an ϵ-PRG for size-S SYM◦AC0
d circuits with seed length 2O(

√
log(S/ϵ)), thus

expanding the class fooled while maintaining the same runtime. The key insight of [Vio07] was that
correlation bounds against the larger class SYM◦AND◦OR translates into PRGs against SYM◦AND
via the Nisan-Wigderson framework. In a pattern that continued with future work, the correlation
bounds were proved via random restrictions, a method dating back to the work of [H̊as86] and
[Ajt83]. [Vio07] utilized the famous [H̊as86] switching lemma for this task. [LS11] subsequently
improved on this correlation bound using [Ajt83]’s multi-switching lemma only at the cost of the
size of the circuit that could be fooled. Hence [LS11]’s work produced an ϵ-PRG with seed length
2O(log(S)/ log log(S)) + (log(1/ϵ))2+o(1). A significant improvement in the ϵ dependence at the cost
of a dramatically worse dependence on the circuit size. Some seven years later, Servedio and Tan
in a series of two papers, [ST18a] and [ST18b], managed to achieve the best of both worlds using
the more recently proved H̊astad’s multi switching lemma [H̊as14]. This allowed them to achieve a

seed length of 2O(
√
logS) + polylog(1/ϵ) against the class SYM ◦ AC0

d. Notice the retention of the
size dependence demonstrated in [LVW93] and [Vio07] while keeping the ϵ dependence in line with
the result of [LS11]. Moreover, in [ST18b] it was shown that the ϵ dependence is optimal up to a
polynomial factor, and improving on the S-dependence would require “groundbreaking new lower
bounds against low-degree F2 polynomials and ACC0 circuits.” Hence, it is unlikely that further
improvement is possible using the Nisan-Widgerson framework.

In terms of PRGs for the class F(d,n)
2 , all F2 polynomials over n variables of degree at most d, the

first PRG was given by [NN93] for the d = 1 case with seed length O(log n) and error 1/n which is
optimal (see [Alo+90]). To achieve this result, [NN93] introduced the small-bias generator which

became the key ingredient to future attempts at fooling F(d,n)
2 . After fourteen years with almost

no progress, [BV07] introduced a novel approach: sum together d small-biased generators to fool

F(d,n)
2 . Using Gowers norms to analyze the resulting generator, it was unconditionally proved that

this technique fooled F(d,n)
2 for d ≤ 3. The higher degree case was also conditionally proved in

[BV07] under the assumption that the Inverse Conjecture for the Gowers norm held. However, this
conjecture was proved to be false in the general setting by [GT07]. The first proper unconditional

result was by [Lov08] who demonstrated that the sum of 2d small-biased generators fools F(d,n)
2 .

This proof unlike that of [BV07] did not rely on the theory of Gowers norms, and the result’s degree

dependence was still quite poor. The latest and current state-of-the-art PRG for F(d,n)
2 came only

a year later. [Vio08] revisited the theory of Gowers Norms and using the“squaring trick” (see

[Vio22]) proved that the sum of d small-biased generators fools F(d,n)
2 . The resulting seed length is

O(d log(n) + d · 2d log(1/ϵ)) which falls just short of fooling F(log(n),n)
2 . It is still an open question

whether F(log(n),n)
2 can be fooled even with the most forgiving parameters:

Open Question 1. [Vio22] Is there a PRG with seed length n
2 that fools polynomials of degree

log n with error 1
3?

More recently, a new approach to this problem has been developing. [Cha+18a] introduced the
polarizing random walks framework, a novel way to create explicit PRGs based on Fourier tails.
Given a boolean function f : {−1, 1}n → {−1, 1}, we define the L1-norm of the k-th Fourier level
as
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L1,k(f) =
∑

S⊆[n]:|S|=k

|f̂(S)|.

Further, we extend this notion to families of functions, F :

L1,k(F) = max
f∈F

L1,k(f).

In particular,

L1,k(F(d,n)
2 ) = L1,k(d).

[Cha+18a] proved the following theorem:

Theorem 1. [Cha+18a] Let F be a family of boolean functions that is closed under restrictions
and that

L1,k(F) ≤ a · bk

for all k ∈ [n]. Then for any ϵ > 0, there exists an explicit PRG for F with error ϵ and seed length
b2 · polylog(an/ϵ).

In an attempt to create a PRG for F(d,n)
2 , [Cha+18a] proved the following tail bound for F(d,n)

2 via
an inductive argument on the degree and Fourier level:

Theorem 2. [Cha+18a] For all k ∈ [n], L1,k(d) ≤ (k23d)k.

However, this result is too weak to develop a non-trivial PRG under [Cha+18a]’s incarnation of the
framework. Two years later, the polarizing random walks framework was modified by [Cha+20].

[Cha+20] proved that a bound on maxf∈F |
∑

S:|S|=k f̂(S)| for some k alongside a bound on the L1-
norm of the Fourier levels less than k implies the existence of an explicit PRG. This stronger frame-

work allows the bounds from [Cha+18a] to give a PRG for F(d,n)
2 with seed length 2O(d)polylog(n/ϵ).

Though the seed length is worse than that of [Vio08], this is still a major success of the framework
as a proof of concept. It was able to take quite unsharp bounds and harness them to create near
state-of-the-art results.

Another approach via the polarizing random walks framework was developed by [Cha+18b]. Instead
of requiring broad Fourier bounds on many levels, [Cha+18b] proved that decent results could still
be obtained if only the L1-norm of the second level was bound:

Theorem 3. [Cha+18b] Let F be a family of boolean functions that is closed under restrictions
such that

L1,2(F) ≤ t.

Then, for any ϵ > 0, there exists an explicit PRG for F with error ϵ and seed length poly(t, log n, 1/ϵ).
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The main difference in the seed length between [Cha+18a] and [Cha+18b] is the loss of the loga-
rithmic dependence on ϵ. While significant, this is a surprisingly small loss to pay to only have to
worry about the second Fourier level and nothing else. Several conjectures have been put forth as
a result of these Fourier tail-based frameworks. The two most important being:

Conjecture 1. [Cha+18b] L1,2(d) ≤ O(d2).

Conjecture 2. [Cha+20] max
g∈F(d,n)

2

∣∣∑
S:|S|=k ĝ(S)

∣∣ ≤ 2o(dk)+O(k log log(n)) for all k ≤ O(log(n)).

If proved, these conjectures would positively answer [Vio22]’s open question 1 and lead to ground-
breaking progress on long-standing problems in derandomization. For example, proving conjecture
1 would result in an explicit PRG against the class AC0[⊕] with poly-logarithmic seed length.

2 Notation and Definitions

For ease of notation, let Cor[f, d] = max
g∈F(d,n)

2
Cor[f, g]. Additionally, for a symmetric function

f : {−1, 1}n → {−1, 1}, its output is only a function of the hamming weight thus we can arbitrarily
write it as f : {0, . . . , n} → {−1, 1} such that f(|x|H) = f(x) where |·|H is the Hamming weight.
Moreover, we can extend this concept to the Fourier spectrum (see lemma 1) of f by defining

f̂(k) = ̂f(S, |S| = k).

In addition, define the generalized majority function as

Majk,n(x) = Sign

 ∑
S:|S|=k

χS(x)

 .

Note Maj1,n is the regular majority function.

Here are some algebraic notions that will appear later in the paper:

Definition 1. A family of functions F is closed under permutation if for all permutations
σ ∈ Σn (symmetric group), f ∈ F =⇒ f ◦ σ ∈ F .

Definition 2. A family of functions F is closed under negation if for all negations π ∈ Πn ≡
{(x1, . . . , xn) 7→ (α1x1, . . . , αnxn) : (α1, . . . , αn) ∈ {−1, 1}n} (negation group), f ∈ F =⇒ f ◦ π ∈
F .

Definition 3. Let Θn = Σn ◦Πn = {θ = σ ◦ π : σ ∈ Σn, π ∈ Πn} be the group of permutations
and negations. Note it forms a group under composition.

Definition 4. Let f ◦Θn = {f ◦θ : θ ∈ Θn} be the orbit of f , and let Θn ↾f= {θ ∈ Θn : f ◦θ = f}
be the stabilizer group. Let F ↾θ= {f ∈ F : f ◦ θ = f} be the invariant set of θ.

Define

∆n(x, k) =

√
1− x2(

n
k

) ,
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an expression that appears in many of our results. In addition, let Mk(d) denote the maximum
weight of a degree-d polynomial on the k-th Fourier level, the target of Conjecture 2:

Mk(d) = max
g∈F(d,n)

2

∣∣∣∣∣∣
∑

S:|S|=k

ĝ(S)

∣∣∣∣∣∣ .
3 Main Result

Our main result is a connection between correlation bounds against F(d,n)
2 and bounds on L1,k(d).

In particular, the goal is to use correlation bounds against symmetric functions that have near

maximum L1,k values to argue that no g ∈ F(d,n)
2 has a L1,k(g) value that is too high. This is in

an attempt to make progress on conjectures 1 & 2. Our contribution is that correlation bounds

against F(d,n)
2 imply L1,k(d) bounds:

Theorem 4 (Main Result). Let f : {−1, 1}n → {−1, 1} be symmetric, then(
n
k

)
L1,k(f)

[
Cor[f, d]−∆n(L1,k(f), k)

]
≤ L1,k(d),(

n
k

)
L1,k(f)

[
Cor[f, d] + ∆n(L1,k(f), k)

]
≥ Mk(d).

We will present the proof for this result in Section 5. Notice that by simply rearranging terms,
we get the following bounds on Cor(f, d):

Corollary 1 (L1,k(d) bounds =⇒ Cor(f, d) bounds). Let f : {−1, 1}n → {−1, 1} be symmetric.
Then,

L1,k(f)Mk(d)(
n
k

) −∆n(L1,k(f), k) ≤ Cor[f, d] ≤ L1,k(f)L1,k(d)(
n
k

) +∆n(L1,k(f), k).

4 Symmetric Functions

In this section, we lay the groundwork for how future researchers can potentially use these results
and present many useful facts about symmetric polynomials.

4.1 Basics

Lemma 1. Let f : {−1, 1}n → {−1, 1} be symmetric. Then, ∀S, S′ ⊆ [n] such that |S| = |S′|,
f̂(S) = f̂(S′).

Proof. Suppose for the sake of contradiction that f : {−1, 1}n → {−1, 1} is symmetric but ∃S, S′ ⊆
[n] such that |S| = |S′| and f̂(S) ̸= f̂(S′). Then,

E
x∼{−1,1}n

[f(x)χS(x)] ̸= E
x∼{−1,1}n

[f(x)χS′(x)].
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Which can be rewritten as:

E
x∼{−1,1}n

[f(x)(χS(x)− χS′(x))] ̸= 0.

Define B,B′ ⊂ {−1, 1}n such that B = {x | χS\S′ = −1 and χS′\S = 1} and B′ = {x | χS\S′ =
1 and χS′\S = −1}. Note that since |S| = |S′|, there exists a permutation σ : {−1, 1}n → {−1, 1}n
such that B = σ(B′). Indeed, |S| = |S′| implies |B| = |B′|. Then,

0 ̸= E
x∼{−1,1}n

[f(x)(χS(x)− χS′(x))]

= E
x∼{−1,1}n

[−2f(x)1B + 2f(x)1B′ ]

= 2 E
x∼{−1,1}n

[f(σ(x)) | B′]P[B′]− 2 E
x∼{−1,1}n

[f(x) | B]P[B]

= 2 E
x∼{−1,1}n

[f(x) | B](P[B′]− P[B]).

However, since the distribution is uniform and |B| = |B′|, P[B′] = P[B], establishing a contradiction.

An immediate consequence of this lemma is that we can extend the concept of writing symmetric
functions as f : {0, . . . , n} → {−1, 1} (where the input is the Hamming weight of some x ∈ {−1, 1}n)
to the Fourier spectrum of f by defining f̂(k) = ̂f(S, |S| = k). Another consequence is the following
useful corollary:

Corollary 2. If f : {−1, 1}n → {−1, 1} symmetric, then L2,k(f) =
L1,k(f)

2

(nk)
.

Proof. Since f is symmetric and the previous lemma:

L2,k(f) =
∑

S:|S|=k

f̂(S)
2
=

(
n

k

)
f̂(k)

2
=

L1,k(f)
2(

n
k

)

Proposition 1. For arbitrary f : {−1, 1}n → {−1, 1}, L1,k(f) ≤
√(

n
k

)
.

Proof. By Parseval’s theorem, ∥f∥2 = 1. Thus:

max
f :{−1,1}n→{−1,1}

L1,k(f) ≤ max
f :∥f∥2=1

L1,k(f)

The RHS is clearly maximized when all the Fourier weight is concentrated at the k-th level and
distributed evenly. Hence:

max
f :{−1,1}n→{−1,1}

L1,k(f) ≤
∑

S:|S|=k

1√(
n
k

) =

√(
n

k

)
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4.2 Algebraic Properties of Symmetric Polynomials

Notice that ∆n(·, k) is minimized when L1,k(f) is maximized. Thus, if L1,k(f) =
√(

n
k

)
, then

∆n(L1,k(f), k) = 0, and our bounds in Theorem 4 are tight. That said, the functions that achieve
this equality have outputs not in {−1, 1} for most choices of n and k. In order to find the functions,
f : {−1, 1}n → {−1, 1}, that minimize ∆n(·, k), We posit that

Conjecture 3. Let F be a family of functions that is closed under permutation and negation. For
each k ∈ {0, . . . , n}, the set of functions that maximize L1,k(f) contains a symmetric function f
generated by f ◦Θn ∪ f̄ ◦Θn (WLOG can replace Θn with Πn).

From here, we will use F to denote some subset of {f : {−1, 1}n → {−1, 1}} that is closed under
permutation and negation.

If the conjecture is true, then the family of functions that maximize L1,k(·) for some k ∈ [0, n] can
be exactly found:

Theorem 5. If conjecture 3 holds for F = {f : {−1, 1}n → {−1, 1}}, then argmaxf∈F L1,k(f) =
Majn,k.

Proof. By conjecture 3,

max
f :{−1,1}n→{−1,1}

L1,k(f) = max
f symmetric

L1,k(f)

= max
f symmetric

∑
S:|S|=k

|E
x
[f(x)χS(x)]|.

By lemma 1, the above equals

max
f symmetric

∣∣ ∑
S:|S|=k

E
x
[f(x)χS(x)]

∣∣ = max
f symmetric

∣∣E
x
[f(x)(

∑
S:|S|=k

χS(x))]
∣∣

= E
x
[
∣∣ ∑
S:|S|=k

χS(x)
∣∣].

Thus argmaxf L1,k(f) = Majk,n = Sign(
∑

S:|S|=k χS).

Since F(d,n)
2 is closed under permutation and negation, conjecture 3 would also imply that L1,k(d)

is maximized by a symmetric function. Proving this conjecture true would be a massive step
towards bounding L1,k(d) as it would significantly simplify the problem. Consider the problem of
bounding L1,k(log n). A sharp bound for k = 2 or a weaker bound for k > O(log n) would imply
PRGs for log n-degree F2 polynomials which would positively answer open question 1 [Vio22]. If
conjecture 3 holds, then we only need to bound L1,k(·) for symmetric functions, of which there
are relatively few. Since symmetric functions are agnostic to all permutations of inputs, for every
degree 0, . . . , d, either all the coefficients are present or all of them are absent. There are d+1 such

binary choices, so there are only 2d+1 symmetric functions in F(d,n)
2 (see section 7.1 for more

details). Thus for d = log n, there are only 2n functions to check which is far smaller than:
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|F(log(n),n)
2 | = 2

∑log(n)
m=0 (n

m).

Further, the simple form symmetric functions take a when expressed as F2 polynomials makes it
easier for degree bounds and L1,k bounds to communicate as mathematical concepts.

We were unable to prove or disprove conjecture 3. However, the intuition as to why conjecture
3 may be true stems from the following two facts:

Proposition 2.

1. If ∃θ ∈ Θn such that two functions f, g abide f = g ◦ θ, then L1,k(f) = L1,k(g) for all
k ∈ {0, . . . , n}. Moreover, L1,k(f) = L1,k(f̄).

2. [FKN02] Let α = (α1, . . . , αn) ∈ Rn be a unit vector. If ∥α∥1 > 1 − δ, then the variance of
α1, . . . , αn is at most 2δ.

The first fact hints at a deeper algebraic relation between functions that have the same L1,k weights:

Proposition 3.

1. f ∼ g ⇐⇒ ∃θ ∈ Θn such that f = g ◦ θ is an equivalence relation. Thus F/ ∼ is a partition
of F into groups of equal L1,k weights.

2. If f ∼ g, then Ex∼{−1,1}n [f ] = Ex∼{−1,1}n [g]. However, the converse does not always hold.

Thus, the equivalence relation breaks up functions first according to their number of roots and then
further sub-divides them according to their L1,k weights. We can define this in the language of a
group action, ◦ : F ×Θn → F . From the definition of orbit, it is clear F/ ∼ is just the set of orbits.
Moreover, through this group action lens, we get several interesting results:

Proposition 4.

1. For all f ∈ F , Θn ↾f is a subgroup of Θn.

2. The group action ◦ : F × Θn → F is faithful and not transitive for F = F(d,n)
2 , d ≥ 1 or

{f : {−1, 1}n → {−1, 1}}.

3. |Θn ↾f | · |f ◦Θn| = n! · 2n.

4. If f ∼ g, then Θn ↾f is isomorphic to Θn ↾g.

5. | F/ ∼ |= 1
n!2n

∑
θ∈Θn

| F ↾θ |.

Though none of these results are directly applicable to proving the conjecture, we feel that under-
standing this behavior more deeply is an important step to proving the conjecture and answering
other important problems. For one, knowing how to estimate the expected value of a representative
for each class in F/ ∼ would allow you to form a DAC for all f ∈ F via proposition 3.2. Addition-

ally, popular classes such as AC0
s,d, F

(d,n)
2 , k-CNFs, and k-DNFs, are all closed under permutation

and negation. Thus, they can be described as the union of a small (at least when compared to
the total number of functions) number of orbits. Most importantly, these equivalence classes have
important connections to the L1,k values achievable by a family of functions as seen in proposition
2.1. However, there is much more to explore in terms of this connection than we had time to do.
One important open question we would like to see answered is:
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Open Question 2. Let f, g : {−1, 1}n → {−1, 1}. Is it true that L1,k(f) = L1,k(g) for all
k ∈ {0, . . . , n} implies f ∼ g or f ∼ ḡ?

4.3 Correlation Bounds on Symmetric Polynomials

The other part of the conjecture states that the set argmaxf∈F L1,k(f) contains a symmetric
function. Via Parseval’s theorem, if f : {−1, 1}n → {−1, 1} then ∥f∥2= 1. Thus, by proposition
2.2, L1(f) can be high if and only if the magnitudes of all the coefficients are approximately equal.
Symmetric functions fit this behavior quite well (see lemma 1). Furthermore,

Proposition 5. |
∑

S:|S|=k f̂(S) | is maximized when f is symmetric.

Proof.

|
∑

S:|S|=k

f̂(S)| = | E
x∼{−1,1}n

[f(x)(
∑

S:|S|=k

χS)]|

≤ E
x∼{−1,1}n

[|
∑

S:|S|=k

χS |].

Where exact inequality is only achieved if f = Majk,n.

Moreover, equality in proposition 1 is only achieved by a symmetric function f : {−1, 1}n → R
(given that ∥f∥2 = 1). Thus, it seems reasonable that f symmetric maximize L1,k.

Assuming conjecture 3 holds, the prime candidates to use our main result (theorem 1) on are
the Majk,n functions (see theorem 2). [Smo93] and [Vio21] proved that Cor[Maj1,n, d] = Θ( d√

n
).

We observe that

Lemma 2. L1,1(Maj1,n) =
√

2n
π +O( 1√

n
).

Proof. First note that Maj1,n is monotone. Hence by proposition 2.21 in [ODo21]:

̂Maj1,n(i) = Infi[Maj1,n] ≡ Pr
x∼{−1,1}n

[Maj1,n(x) ̸= Maj1,n(x
⊕ i)],

where x⊕ i is x with the ith bit flipped. Continuing,

Pr
x∼{−1,1}n

[Maj1,n(x) ̸= Maj1,n(x
⊕ i)] =

1

2n

((
n− 1

⌊(n− 1)/2⌋

)
+

(
n− 1

⌈(n− 1)/2⌉

))
=

1

2n−1

(
n− 1

(n− 1)/2

)
.

Applying Stirling’s approximation,
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̂Maj1,n(i) =
1

2n−1

(
n− 1

(n− 1)/2

)
=

√
2

nπ
+O

(
1

n3/2

)
.

Therefore via lemma 1,

L1,1(Maj1,n) = n · ̂Maj1,n(i) =

√
2n

π
+O

(
1√
n

)
.

Combining these results, we can now form an application of our main result:

Theorem 6.

L1,1(d) ≥ O(d−
√
n),

Mk(d) ≤ O(d+
√
n).

Corollary 3. If conjecture 3 holds, then

O(d+
√
n) ≥ L1,1(d) ≥ O(d−

√
n).

Since the maximizer would be symmetric. As a whole, these bounds are nontrivial since the constant
multiplying the

√
n factor is small, however, the

√
n term is still very much hurting these bounds.

It is the result of the ∆n(L1,k(f), k) term in theorem 1. Since limn→∞ L1,k(Maj1,k) ̸= 1, the
term does not disappear as n grows. In attempts to improve the bound, we tried to replace the
∆n(L1,k(f), k) term but were unable to do so in a way that did more than improve the constant
multiplying

√
n. We leave it as an open question to the reader whether this result can be improved

enough to make the ∆n(L1,k(f), k) term o(1). There is indeed some hope this may be possible as
[Cha+20] proved the bound L1,1(d) ≤ O(d) via a dimension counting result inspired by [Smo93].

4.4 Empirical Studies of L1,2(d)

One of the earlier conjectures was that L1,2(d) ≤ O(d2) (Conjecture 1). [Cha+20] proved that
L1,1(d) ≤ O(d), so it seems possible that Conjecture 1 might hold too. We studied this question
from an empirical perspective by analyzing the Maj1,n and Maj2,n functions. By corollary 1,

Cor[Maj1,n, d] = Θ

(
d√
n

)
,

and if L1,2(d) ≤ O(d2), then

Cor[Maj2,n, d] = Θ

(
d2

n

)
.

Therefore, if conjecture 1 is true, then correlation plots should remain steady for for d = O(
√
n).

From empirical studies, this does appear to be the case.

10



(a) Maj1,n (b) Maj2,n

Figure 1: Plots of Cor[Maj, α
√
n] against n. Notice that for larger α, both graphs stay mostly

constant for all n.

5 Proof of Main Result

Recall our main result:

Theorem 3 (Main Result). Let f : {−1, 1}n → {−1, 1} be symmetric, then(
n
k

)
L1,k(f)

[
Cor[f, d]−∆n(L1,k(f), k)

]
≤ L1,k(d),(

n
k

)
L1,k(f)

[
Cor[f, d] + ∆n(L1,k(f), k)

]
≥ Mk(d).

We will prove this theorem in two parts, first analyzing the lower bound, then the upper bound.

Proposition 6 (Main Result Lower Bound). Let f : {−1, 1}n → {−1, 1} be symmetric, then(
n
k

)
L1,k(f)

(
Cor[f, d]−

√
1− L1,k(f)2(

n
k

) )
≤ max

g∈F(d,n)
2

L1,k(g).

11



Proof. Let g ∈ F(d,n)
2 . Using the definition of correlation,

Cor[f, g] =

∣∣∣∣∣∣
∑
S⊆[n]

f̂(S)ĝ(S)

∣∣∣∣∣∣
≤

∣∣∣∣∣∣
∑

S:|S|=k

f̂(S)ĝ(S)

∣∣∣∣∣∣+
∣∣∣∣∣∣
∑

S:|S|≠k

f̂(S)ĝ(S)

∣∣∣∣∣∣
≤ L1,k(f)(

n
k

)
∣∣∣∣∣∣
∑

S:|S|=k

ĝ(S)

∣∣∣∣∣∣+ ∥g′∥2∥f ′∥2,

where f ′ is f with the k-th Fourier level zeroed out. Using the preceding corollary and Parseval’s
theorem,

Cor[f, g] ≤ L1,k(f)(
n
k

)
∣∣∣∣∣∣
∑

S:|S|=k

ĝ(S)

∣∣∣∣∣∣+
√

1− L1,k(f)2(
n
k

)
≤ L1,k(f)(

n
k

) L1,k(g) +

√
1− L1,k(f)2(

n
k

) .

Rearranging the terms, we get that

L1,k(g) ≥
(
n
k

)
L1,k(f)

(
Cor[f, g]−

√
1− L1,k(f)2(

n
k

) )
.

Taking the max over g ∈ F(d,n)
2 ,

max
g∈F(d,n)

2

L1,k(g) ≥
(
n
k

)
L1,k(f)

(
Cor[f, d]−

√
1− L1,k(f)2(

n
k

) )
.

Proposition 7 (Main Result Upper Bound). Let f : {−1, 1}n → {−1, 1} be symmetric, then:

(
n
k

)
L1,k(f)

(
Cor[f, d] +

√
1− L1,k(f)2(

n
k

) )
≥

∣∣∣∣∣∣
∑

S:|S|=k

ĝ(S)

∣∣∣∣∣∣
Main Result Upper Bound Proof. Let g ∈ F(d,n)

2 . Again applying the definition of correlation,

12



Cor[f, g] =

∣∣∣∣∣∣
∑
S⊆[n]

f̂(S)ĝ(S)

∣∣∣∣∣∣
≥

∣∣∣∣∣∣
∑

S:|S|=k

f̂(S)ĝ(S)

∣∣∣∣∣∣−
∣∣∣∣∣∣
∑

S:|S|̸=k

f̂(S)ĝ(S)

∣∣∣∣∣∣
≥ L1k(f)(

n
k

)
∣∣∣∣∣∣
∑

S:|S|=k

ĝ(S)

∣∣∣∣∣∣− ∥g∥2∥f ′∥2.

Using Parseval’s theorem,

Cor[f, g] ≥ L1k(f)(
n
k

)
∣∣∣∣∣∣
∑

S:|S|=k

ĝ(S)

∣∣∣∣∣∣−
√
1− L1,k(f)2(

n
k

)
Rearranging terms, we get that(

n
k

)
L1k(f)

(
Cor[f, g] +

√
1− L1,k(f)2(

n
k

) )
≥

∣∣∣∣∣∣
∑

S:|S|=k

ĝ(S)

∣∣∣∣∣∣ .
To finish the proof, simply take the max of both sides over g ∈ F(d,n)

2 as in the proof of the lower
bound.

6 Conclusion and future directions

Answering conjectures 1 & 2 ([Cha+18b] [Cha+20]) is a tough challenge however we are hopeful
that they will be proved true. Early attempts by [Vio21] to disprove them have already failed
(though they did come quite close, implying that conjecture 1 is possibly tight). After our
attempts to prove them, we believe the best path forward is to analyze the functions that maximize
L1,k. In particular, we believe that symmetric functions maximize L1,k for any suitably robust
class of functions. To study this problem, it will be essential to understand the transformations that
preserve L1,k i.e. θ ∈ Θn. Understanding the algebraic properties of this will give deeper insight into
the meaning of L1,k and hopefully prove conjecture 3. This would be a great step forward towards
answering open question 1 [Vio22] as there are only a few symmetric functions of degree less than
log(n) and they all have simple representations. Moreover, the impact of proving conjecture 3
would extend far beyond F2 polynomials as many classes are closed under permutation and negation.
Understanding exactly which functions maximize L1,k would surely usher in several new PRGs for
various classes through [Cha+18a] polarizing random walks framework.
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7 Appendix

7.1 Symmetric Functions in F2

Theorem 4. There are only 2d+1 symmetric functions in F(d,n)
2 .

Definition 5. Let xS =
∧

i∈S xi, and em =
⊕

S:|S|=m xS

Proof. To prove the theorem, it is sufficient to show that all symmetric functions are a linear

combination (over F2) of e0, e1, . . . , en. Thus when restricted to f ∈ F(d,n)
2 there are only 2d+1

unique linear combinations of e0, . . . , ed. Indeed, any linear combination of e0, e1, . . . , en must be
symmetric since each em is symmetric. Moreover, this includes all symmetric functions as there are
2n+1 unique linear combinations and 2n+1 symmetric functions (there are n+ 1 possibly hamming
weights and thus 2n+1 possible labeling schemes). Hence all symmetric functions are equivalent to
a linear combination of e0, e1, . . . , en.

7.2 Proof of Proposition 2.1

Proposition 2.

1. If ∃θ ∈ Θn such that two functions f, g abide f = g ◦ θ, then L1,k(f) = L1,k(g) for all
k ∈ {0, . . . , n}.

2. [FKN02] Let α = (α1, . . . , αn) ∈ Rn be a unit vector. If ∥α∥1 > 1 − δ, then the variance of
α1, . . . , αn is at most 2δ.

Proof. Since f = g ◦ θ:

f(x) = g ◦ θ =
∑
S⊆[n]

ĝ(S)χS ◦ θ(x)

Thus it is sufficient to show that χS ◦ θ = ±χS′ for some S′ ⊆ [n] such that |S′| = |S|. For all
θ ∈ Θn, θ can be arbitrarily rewritten as σ ◦ π for some σ ∈ Σn and π ∈ Πn. It is clear to see that
χS ◦ σ = χσ(S). Moreover, χS ◦ π = ±χS where the sign negative if and only if π flips the sign of
an odd number of variables in S. Hence, χS ◦ θ = χS ◦ σ ◦ π = ±χσ(S).

7.3 Proof of Proposition 3

Proposition 3.

1. f ∼ g ⇐⇒ ∃θ ∈ Θn such that f = g ◦ θ is an equivalence relation. Thus F/ ∼ is a partition
of F into groups of equal L1,k weights.

2. If f ∼ g, then Ex∼{−1,1}n [f ] = Ex∼{−1,1}n [g]. However, the converse does not always hold.

Proof. First, we verify that ∼ satisfies the axioms of an equivalence relation:

14



1. (Reflexivity) f ∼ f since Θn contains an identity element.

2. (Symmetry) f ∼ g ⇐⇒ f = g ◦ θ ⇐⇒ f ◦ θ−1 = g ⇐⇒ g ∼ f . Where we know θ−1 ∈ Θn

since if θ = σ ◦ π then θ−1 = π−1 ◦ σ−1 = π ◦ σ−1.

3. (Transitivity) If f ∼ g, g ∼ h, then f ◦ θ′ = g = h ◦ θ ⇐⇒ f ◦ θ′ ◦ θ−1 = h ⇐⇒ f ∼ h.

Now for the second statement. Since f ∼ g, there exists a bijection θ ∈ Θn such that f = g ◦ θ.
Therefore, if x ∈ {−1, 1}n such that g(x) = 0, then there exists a unique x′ = θ−1(x) such that
f(x′) = g ◦ θ(x′) = g(x) = 0. Alternatively, Ex∼{−1,1}n [g] = L1,0(g) = L1,0(g ◦ θ) = L1,0(f) =
Ex∼{−1,1}n [f ].

To see that the converse is not true, consider the simple counter-example:

f = x1 g = x1 ⊕x2.

Clearly, Ex∼{−1,1}n [f ] = Ex∼{−1,1}n [g] = 1
2 yet f ̸∼ g.

7.4 Proof of Proposition 4

Proposition 4.

1. For all f ∈ F , Θn ↾f is a subgroup of Θn.

2. The group action ◦ : F × Θn → F is faithful and not transitive for F = F(d,n)
2 , d ≥ 1 or

{f : {−1, 1}n → {−1, 1}}.

3. |Θn ↾f | · |f ◦Θn| = n! · 2n.

4. If f ∼ g, then Θn ↾f is isomorphic to Θn ↾g.

5. | F/ ∼ |= 1
n!2n

∑
θ∈Θn

| F ↾θ |.

Proof. Proposition 4.1:

Let e ∈ Θn be the identity element. Clearly, Θn ↾f contains e because f ◦ e = f . If θ, θ′ ∈ Θn ↾f ,
then f ◦ θ ◦ θ′ = f thus θ ◦ θ′ ∈ Θn ↾f . Finally, if θ ∈ Θn ↾f then f ◦ θ−1 = f ◦ θ ◦ θ−1 = f so
θ−1 ∈ Θn ↾f .

Proposition 4.2: ◦ : F × Θn → F is faithful if and only if f ◦ θ = f for all f ∈ F implies

θ = e (identity). Note that dictator functions x1, . . . xn are contained in F(d,n)
2 ⊆ {f : {−1, 1}n →

{−1, 1}}. Thus f ◦ θ = f for all f ∈ F implies xi ◦ θ = xi for all i ∈ [n]. Hence θ cannot negate nor
swap any of the coordinates and therefore θ = e.

◦ : F ×Θn → F is transitive if ∀f, g ∈ F there exists θ ∈ Θn such that f ◦ θ = g. However, this is
not the case as 1, x1 ∈ F and there does not exist θ ∈ Θn such that 1 ◦ θ = x1.

Proposition 4.3: By theorem 14.11 in [Jud21], |f ◦ Θn| = [Θn : Θn ↾f ]. Thus by Lagrange’s
theorem,

|f ◦Θn||Θn ↾f | = |Θn|.

To finish, note that |θn| = |Σn| · |Πn| = n! · 2n.

Proposition 4.4: Since f ∼ g, there exists θ ∈ Θn such that f = g ◦ θ. Let ϑ ∈ Θn ↾g, then:
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f ◦ θ−1 ◦ ϑ ◦ θ = g ◦ ϑ ◦ θ = g ◦ θ = f

Thus we can create the map Φ : Θn ↾g→ Θn ↾f such that Φ(ϑ) = θ−1 ◦ϑ◦θ. It is a homomorphism.
Indeed:

Φ(ϑ ◦ ϑ′) = θ−1 ◦ ϑ ◦ ϑ′ ◦ θ = θ−1 ◦ ϑ ◦ θ ◦ θ−1ϑ′ ◦ θ = Φ(ϑ) ◦ Φ(ϑ′)

To finish the proof, it is shown that Φ is a bijection. Suppose Φ(ϑ) = Φ(ϑ′) then:

θ−1 ◦ ϑ ◦ θ = θ−1 ◦ ϑ′ ◦ θ ⇐⇒ ϑ = ϑ′

Since θ is a bijection. To see that the map is subjective, fix some ϑ ∈ Θn ↾f . Then Φ(θ◦ϑ◦θ−1) = ϑ,
and θ ◦ ϑ ◦ θ−1 ∈ Θn ↾g since g ◦ θ ◦ ϑ ◦ θ−1 = f ◦ ϑ ◦ θ−1 = f ◦ θ−1 = g.

Proposition 4.5: By Burnside’s Counting Theorem (see 14.3 in [Jud21]):

|F/ ∼ | = 1

|Θn|
∑
θ∈Θn

|F ↾θ |

To finish, simply apply the fact that |θn| = |Σn| · |Πn| = n! · 2n.

7.5 Proof of Theorem 6

Theorem 5 (Theorem 6 Restated).

L1,1(d) ≥ O(d−
√
n),

Mk(d) ≤ O(d+
√
n).

Proof. From theorem 4,

L1,k(d) ≥
(
n
k

)
L1,k(f)

(
Cor[f, d]−

√
1− L1,k(f)2(

n
k

) )
.
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Plugging in k = 1, Cor[Maj1,n, d] = Θ( d√
n
), and the results of lemma 2, we get that

L1,1(d) ≥
n√

2n
π +O( 1√

n
)

Θ(
d√
n
)−

√√√√
1−

(
√

2n
π +O( 1√

n
))2

n


= O(

√
n)

Θ(
d√
n
)−

√
1−

( 2nπ +O(1))

n


= O(d)−O(

√
n)

√
1− 2

π
−O

(
1

n

)
≥ O(d−

√
n).

To prove the other inequality, start with the other bound from theorem 1:

(
n
k

)
L1,k(f)

(
Cor[f, d] +

√
1− L1,k(f)2(

n
k

) )
≥

∣∣∣∣∣∣
∑

S:|S|=k

ĝ(S)

∣∣∣∣∣∣ .
Again, plugging in the correlation bound for majority and k = 1,

|Mk(d)| ≤
n√

2n
π +O( 1√

n
)

Θ(
d√
n
) +

√√√√
1−

(
√

2n
π +O( 1√

n
))2

n


= O(

√
n)

(
Θ(

d√
n
) +

√
1− 2

π
−O(

1

n
)

)
≤ O(d−

√
n).

7.6 L1 Lower Bound for F(d,n)
2

Definition 6. L1(f) =
∑

S⊆[n] |f̂(S)|

Theorem 7 (L1 Lower Bound). Let f : {−1, 1}n → {−1, 1} be symmetric such that |f̂(k)| ≥ |f̂(i)|
for all i ∈ [n] \ k. Then,

Cor[f, d]
(
n
k

)
L1,k(f)

≤ max
g∈F(d,n)

2

L1(g).

Proof. Let g ∈ F(d,n)
2 . Then,
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Cor[f, d] =
∣∣ ∑
S⊆[n]

f̂(S)ĝ(S)
∣∣ = f̂(k)

∣∣ ∑
S⊆[n]

f̂(S)

f̂(k)
ĝ(S)

∣∣.
Since f̂(k) ≥ f̂(i) for all i ∈ [n] \ k,

Cor[f, g] ≤ f̂(k)
∣∣ ∑
S⊆[n]

ĝ(S)
∣∣ ≤ L1,k(f)L1(g)

n
k

,

so

⇐⇒
Cor[f, g]

(
n
k

)
L1,k(f)

≤ L1(g).

Maximizing both sides over g ∈ F(d,n)
2 ,

Cor[f, d]
(
n
k

)
L1,k(f)

≤ max
g∈F(d,n)

2

L1(g).

8 Graveyard

This section is dedicated to discussing previous approaches we have tried and the difficulties/roadblocks
we experienced.

8.1 Modular Root Counting

For f ∈ F(d,n)
2 , define N(f) to the number of roots of f (for f : {−1, 1}n → {−1, 1}, x is a root if

f(x) = 1) and let Nr(f) = N(f) mod r. The value of Nr(f) has been extensively studied from an
algebraic perspective. Famously, Chevalley and Warning proved that if f is a polynomial of degree
< n over some field Fq of characteristic p then Np(f) = 0 [Sch76]. This theorem was subsequently

improved by Ax who showed that if k = ⌈n−deg(f)
deg(f) ⌉ then Nqk(f) = 0 [Wan02]. Katz extended

this result to systems of equations thus creating the Ax-Katz theorem. Others, such as Monroe
and Monroe, further improved the theorem. Moreover, [Wan08] and [GGL08] both gave algorithms
for computing Npk(f) (in our case p = 2 since we consider a field of characteristic 2) that ran in
polynomial time with respect to n and the number of terms in the polynomial.

We hoped that by using these efficient modular counting algorithms, we might be able to estimate
N(f). This notion was founded on results such as [Sch95]. In 1995, Schoof produced an algorithm
that counted the roots of elliptical curves over finite fields by computing Nr(f) for small primes and
recovering N(f) via the Chinese remainder theorem. This approach unfortunately does not carry

over to the class of F(d,n)
2 as it is NP-hard to determine if Nr(f) = 0 when r is not a power of 2. Thus

dashing hopes at recreating Schoof’s algorithm. Moreover, [Wan08] and [GGL08] algorithms for
computing Npk(f) have exponential dependence on k making them hard to scale. This dependence
was proved to be optimal by [GGL08] which is unsurprising since for k = n, Npk(f) = N(f).
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8.2 Sparsification

Sparsification is the technique of reducing the number of terms of an F2 polynomial while main-
taining the number of roots. It remains largely unexplored in the literature of F2 polynomials. The
closest result we were able to find was [CAO11] which discusses degree reductions that preserved the
number of roots. However, the results only hold when the number of terms is less than the number
of variables which is quite limiting. That said, sparsification has proved to be successful for various
other models of computation. For example, [GMR12] used a modification of the celebrated sun-
flower lemma to sparsify DNFs, creating a state-of-the-art DAC for DNFs. However, this technique
has several issues when applied to F2 polynomials. For one, [GMR12] relies on creating sandwich
approximators by replacing a group of terms with sparse upper and lower bounding functions. This
is substantially harder for F2 polynomials as PARITY is not monotonic unlike OR. Thus, upper
and lower bounding individual terms in a F2 polynomial does not allow for the creation of sandwich
approximators. In fact, we prove that the conditions for this to happen are incredibly strict. For a
function f : {0, 1}n → {0, 1}, define Rf = {x ∈ {0, 1}n | f(x) = 0} to be the set of roots. Then:

Theorem 8. Let C be an F2 polynomial. Suppose f = C ⊕h and g = C ⊕h′ where h, h′ are
non-empty conjunctions such that h < h′ (i.e. h(x) ≤ h′(x) for all x ∈ {0, 1}n and h ̸= h′), then
f ≤ g ⇐⇒ Rh ⊆ RC .

Lemma 3. (i) Rf⊕g = (Rf ∩Rg) ∪ (R1⊕f ∩R1⊕g).

(ii) Rf ·g = (Rf ∪Rg).

Proof of lemma 2. (i) f ⊕ g = 0 ⇐⇒ f = 0, g = 0 or f = 1, g = 1. Thus Rf⊕g = (Rf ∩ Rg) ∪
(Rc

f ∩Rc
g), To finish note that Rc

f = Rf̄ = R1⊕f .

(ii) f · g = 0 ⇐⇒ f = 0 or g = 0 thus Rf ·g = Rf ∪Rg.

Proof of theorem 31. ( =⇒ ) Rg ⊆ Rf ⇐⇒ (RC ∩Rh′)∪ (R1⊕C ∩R1⊕h′) ⊆ (RC ∩Rh)∪ (R1⊕C ∩
R1⊕h). Since RC and R1⊕C are disjoint it follows that the above implies:

(1) (RC ∩Rh′) ⊆ (RC ∩Rh)

(2) (R1⊕C ∩R1⊕h′) ⊆ (R1⊕C ∩R1⊕h)

(1) holds since h < h′ ⇐⇒ Rh′ ⊆ Rh. (2) holds if and only if R1⊕C ⊆ R1⊕h ⇐⇒ Rh ⊆ RC .

( ⇐= ) Rh ⊆ RC ⇐⇒ C ≤ h, thus C ≤ h ≤ h′. Therefore, f = C ⊕h = hC ⊕h = hC̄ and
g = C ⊕h′ = h′C ⊕h′ = h′C̄. Since h ≤ h′, it follows that f = hC̄ ≤ h′C̄ = g.

In other words, replacing h with an upper bound only upper bounds the whole function if C shares
all of h’s roots which is incredibly unlikely in the general case. This was a problem we were able to
solve via a modification of the traditional sandwich approximator framework:

Definition 7 (Hot Dog Approximators). Let S ⊆ {0, 1}n. fl, fu are δ-hot dog approximators
of f on S if:

(i) ∀x ∈ S, fl(x) ≤ f(x) ≤ fu(x) and ∀x ∈ Sc, fu(x) ≤ f(x) ≤ fl(x)

(ii) E[(fu − fl)1S ] ≤ δ and E[(fl − fu)1Sc ] ≤ δ
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We dubbed fl, fu hot dog approximators as they bound the “contents of our sandwich”, f , on both
sides, much like a hot dog bun. Recall f , g, and C as defined in the previous theorem. Simply
knowing h < h′ holds, we have that f(x) ≤ g(x) holds on the set S = RC and g(x) ≤ f(x) on the
set Sc = R1⊕C which makes g an upper sandwich approximator. Hence [GMR12]’s technique of
replacing terms by sparse lower and upper bounds can be used to create hot dog approximators.
Moreover, like sandwich approximators, fooling hot dog approximators implies fooling the original
function:

Theorem 9. Suppose fl, fu are δ-hot dog approximators of f on S, and let X be an ϵ-PRG for
fl, fu. Then, X 2(δ + ϵ)-fools f .

Proof.

E[f(X)] = E[f(X)1S ] + E[f(X)1Sc ]

≤ E[fu(X)1S ] + E[fl(X)1Sc ]

≤ E[fu(U)1S ] + E[fl(U)1Sc ] + 2ϵ

≤ E[f(U)1S ] + E[f(U)1Sc ] + 2ϵ+ 2δ

= E[f(U)] + 2ϵ+ 2δ

E[f(X)] = E[f(X)1S ] + E[f(X)1Sc ]

≥ E[fu(X)1S ] + E[fl(X)1Sc ]

≥ E[fu(U)1S ] + E[fl(U)1Sc ]− 2ϵ

≥ E[f(U)1S ] + E[f(U)1Sc ]− 2ϵ− 2δ

= E[f(U)]− 2ϵ− 2δ

Thus, the first challenge of applying [GMR12]’s technique to F2 polynomials was solved. The
second and larger issue was finding/proving a suitable forbidden sub-family lemma. [GMR12] uses
the sunflower lemma, a forbidden sub-family style lemma, to argue that large DNFs must contain
a nicely approximated sub-structure. We were unable to find such a lemma that would work for F2

polynomials. Even if we did find such a lemma, the problem remains far harder than in the case
of DNFs since the PRGs for F2 polynomials have worse runtimes than those for DNFs. Therefore,
the sparsification would need to be even more dramatic than that of [GMR12].

Despite the setbacks and challenges, we still believe this is a route worth further exploration in the
future. In particular, we think progress could be made on finding transformations that reduce the
number of terms of a polynomial while maintaining the number of roots. [CAO11] is an example
of how this could be done. Furthermore, we showed that it does not take many terms to achieve
all possible N(f) values:

Theorem 10. Any N(f) can be achieved by a polynomial of size less than or equal to n.
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Proof. WLOG let f : {0, 1}n → {0, 1}. If the desired N(f) = 2n, set f = 0. Otherwise, the desired
N(f) can be expressed in binary as a1a2...an. Consider the following polynomial:

f(x; a1 . . . an) = (1⊕ a1)⊕ anx1 . . . xn ⊕
⊕

k∈[n−1]

(ak ⊕ ak+1)x1 . . . xk

f has N(f) = a1a2 . . . an in binary. We proceed by induction on the digit. If a2, . . . , an = 0 and
a1 = 1, then N(f(x; 100 . . . 0)) = N(x1) = 2n−1. If a1, . . . , an = 0, then N(f(x; 00 . . . 0)) = N(1) =
0. Now assume that N(f(x; a1 . . . ak0 . . . 0)) = a1 . . . ak0 . . . 0, then:

N(f(x; a1 . . . ak1 . . . 0)) = N(f(x; a1 . . . ak0 . . . 0)⊕x1 . . . xk ⊕x1 . . . xk+1)

= N(f(x; a1 . . . ak0 . . . 0)⊕x1 . . . xkx̄k+1)

Note that Rf ⊆ Rx1...xkx̄k+1
and R1⊕ x1...xkx̄k+1

⊆ R1⊕ f since x1 . . . xkx̄k+1 = 1 =⇒ f = 1. Thus:

N(f(x; a1 . . . ak0 . . . 0)⊕x1 . . . xkx̄k+1) = |(Rx1...xkx̄k+1
∩Rf ) ∪ (R1⊕ f

∩R1⊕ x1...xkx̄k+1
)| = |Rf ∪R1⊕ x1...xkx̄k+1

| = |Rf |+ |R1⊕ x1...xkx̄k+1
|

= a1 . . . ak0 . . . 0 +
1

2k+1
= a1 . . . ak10 . . . 0

Thus the inductive step holds. To finish the proof, we note that f has size at most n since one term
always cancels out.

Therefore, one could potentially reduce the size of a polynomial to just n while retaining the exact
number of roots which would be very nice from a derandomization perspective. From a Fourier
perspective, this is the problem of reducing the degree of a polynomial as much as possible while
retaining the L1-norm of the 0-th level.

8.3 Sensitivity-based DAC

[Dia+08] gives the first black-box randomized algorithm that is both query-efficient and time-
efficient for testing if a function is a sparse F2 polynomial. At the heart of their argument was the
claim that sparse polynomials become juntas over a small number of variables under a particular
random restriction that targeted low-influence variables. This claim was the result of a simple
observation:

Lemma 4. [Dia+08] let p : {0, 1}n → {0, 1} be an s-sparse polynomial. For any δ > 0, there are
at most s log(2s/δ) variables xi that have influence greater than δ.

Proof from [Dia+08]. Any variable xi with influence greater than δ must occur in some term of
length at most log(2s/δ). Otherwise, each occurrence of xi would contribute less than δ/s to the
influence of the i-th coordinate, and since there are at most s terms this would imply the influence
of xi < s · (δ/s) = δ. Since at most s log(2s/δ) distinct variables can occur in terms of length at
most log(2s/δ), the lemma follows.
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This suggests a simple DAC for s-sparse polynomials. Given an s-sparse polynomial, drop all terms
of length greater than log(2s/ϵ), thereby removing all the low influence variables. By the lemma,
we are left with an s log(2s/ϵ)-junta that is ϵ-close to the original polynomial. Then, count the
roots of the s log(2s/ϵ)-junta by testing on all s log(2s/ϵ)-bit strings. This number will be 2n · ϵ
close to the number of roots of the original polynomial thus giving us an ϵ-DAC. The runtime of
this procedure is O(2s log(2s/ϵ)) = O((2s/ϵ)s) which is only non-trivial if s is near constant.

Despite the result being weak, we believe there is potential in exploiting the white-box access
granted to DACs to evaluate the influence of variables and thereby estimate the number of roots.
This is something we did not get a chance to fully explore but are hopeful that progress can be
made.
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